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#### Abstract

 tringent upper bound to the energy elgentalues of the bound tate potential $t=a^{-} \boldsymbol{a}^{4}$ Proceupres to consen thene hounds intu even further improsed energy estimates are ueveloped For the quartic anharmonic oscillatorta thease a simple argumentin provided It induate that the comentional anall-parameter energy expantion does not comerge ds 3 Iatur serien an ascurate dosed form parametrization of the entire quartic ia ob spectrum is noted The encrg difference bet, ween the iowest-lying les els of a quartic double well $1 a$ (i) is satisfactorsly recovered and for deep wells a useful expression th deduced for it empirically


## 1. Introduction

Power law potentials, anharmonic oscilators and multiple-well potentials continue to remain d focus of attention in non-relativistic quantum mechames The real chaflerge is the lack of an adequately powerful universa! approach for solving multiple-term recurston relations Although enormuus progress has been made over the years in our understanding of these problems, questions of a delicate nature nevitably artse in the process. The hardest amongst these often relate to the normalizability of the resulting wavefunctions and the existence of the assumed smali-parameter expansions A concse summary of the modern techniques for studying such potentrals can be found in [1], which is also the basis of the present work

The crucial problem of normalizability can be dvoided by seeking manitestly normalizable solutions which, in practice, means polynomids witl appropriate weights in faci, it is now known that many probiems are quast-exactiy-solvabie (QES), provided certain assoclated couplings are fine tuned, i.e suitably quantized A systematic study of oes Hamiltomans that owe their partial solvability to an underlying dynamical SL(2,R) symmetry has been provided by Turbiner [2] Hamiltonians with no apparent symmetry suddenly become expressible as functions of the generators of the $\operatorname{SL}(2, R)$ group upon the fine tuning of certan couplings A partial set of manifestly normalizable solutions then splits off from the rest and becoales tractable by elementary means Leach [3] has traced the origin of this circumstance to the faciorizability of the Hamiltonian that reduces the problem to that of solving a Riccati equation This approach is developed further in a series of papers by Leach and his co-workers [4] An independent approach to N -dimensional anharmonic oscillators that are QES is

[^0]provided by Dutta and Willey [5! To the best of our knowledge, (alogero [6] was the first to point out a general technique for constructing ors Hamitomans, albent in. the rather different context of singular perturbation theories and quan+um catastrophes The case of the sextic anharmonic oscillator was noted earlier by Singh et al [7]

Inspite of these vastly varying and exhaustive studies, qis problems have generally been considered to be of limited uthity due to the discretization of couplings in a recent paper [1], we have demonstrated that this should indeed not be so A slightly different view of these problems shows that they are very nich in content For many Hamiltonans there exists a sequence of QFS Hamiltomans that approach them monotonicaliy from above, providing thereby a string of upper bounds to the energy eigenvalues of the given problem The Hamiltonian of interest can thus be approached as closely as one wishes The importance of this last remark can be readily appreciated by recalling, for example, the case of the iD quartic oscillator problem for which the extraction of the correct isymptotic factor creates difficulties of its own Furthermore, questions of the type listed above simply cannot arise, since one deals only with manfestly normalizable solutions and the auxiltary couplings can be reduced at will Having done so, one has in hand an excellent approximate function that prevides a further improved estimate of the eigenvalues sought, irrespective of the status of the attendant perturbation theories The avaulabulity of a dense set of exact eigenvalues of the nearby Hamiltontans as a function of some duxilidry coupling naturally suggests elementary non-controversial graphical techniques that estimate energies even more precisely In fact, it turns out, as we shall see in the sequel, that the sequence of upper bounds in itself generates a sequence of tight lower bounds. The procedure thus becomes self contaned

This paper is primarily devoted to the following problems
(1) the pure quartic potential $V=x^{4}$,
(11) the quartic anharmonic potential $V=x^{2}+\lambda x^{4}, \lambda>0$,
(iii) the quartic double-weil potental $V=-a x^{2}+x^{4}, a>0$

To keep the work self contained, section 2 recapitulates the main steps of the framework of [1] and discusses three methods of its implementation in practice Section 3 considers the quartic potential The ground state energy is computed extremely accurately and the result for the 100 th excited state is also exhbited The anharmonic potental $V=x^{2}+\lambda x^{4}$ is discussed in section 4 and results for the cases of weak, medrum and very strong anharmonicities are provided. Section 5 is devoted to the double-well potential $V=-a x^{2}+x^{4}$. The splitting $\Delta$ between the ground and first excited states for deep double wells is computed The last section is reserved for a summary of the results and various observations Detarled applications and further development of our framework [1] is the main aim of the present study

## 2. The theoretical framework

We outline our procedure [1] through the case of $V=b x^{\prime}, b>0$ To solve this problem we introduce the auxiliary potential

$$
\begin{equation*}
U_{1}=b x^{4}+c x^{6} \quad c>0 \tag{21}
\end{equation*}
$$

Using quartic scales the associated Schrodinger equation is

$$
\begin{equation*}
\Psi^{\prime \prime}+\left(\varepsilon-r^{4}-g x^{\circ}\right) \Psi=0 \tag{22}
\end{equation*}
$$

$$
\begin{equation*}
\text { Fnergi spectrum of the potental } \mid=a a^{`}+\downarrow^{\perp} \tag{2733}
\end{equation*}
$$

Let

$$
\begin{equation*}
\Psi=\exp \left(-\frac{\gamma}{2} v^{2}-\frac{\sqrt{g}}{4}, v\right) \imath(x) \tag{23}
\end{equation*}
$$

The parameter $\gamma$ will be specified shortly
From (22) we now have

$$
\begin{equation*}
i^{\prime \prime}-2\left(\sqrt{g} x^{2}+\gamma x\right) l^{\prime}+\left[\varepsilon-\gamma+\left(\gamma^{2}-3, \bar{g}\right)^{2}+(2, \bar{g} \gamma-1) x^{4}\right] x=0 \tag{24}
\end{equation*}
$$

Choose

$$
\begin{equation*}
2, \bar{g} \gamma=1 \tag{25}
\end{equation*}
$$

Setting $2=\Sigma a_{n} x^{n}$ we convert 124 ) into the three-step relation

$$
\begin{equation*}
(n+3)(n+4) a_{n+4}+[\varepsilon-\gamma(2 n+5)] a_{n+2}+\left[\gamma^{2}-\sqrt{g}(2 n+3)\right] a_{n}=0 \tag{26}
\end{equation*}
$$

For even-parity solutions $a_{0} \neq 0, a_{1}=0$ and for odd-parity solutions $a_{0}=0, a_{1} \neq 0$ Following the approach described firsi by Saxena and Varma [8] in relation to a three-term problem for the Kilingbeck potental, we notice that ( 2 6) allows $v(x)$ to be a polynomial of degree $h$ provided

$$
\begin{equation*}
a_{4} \neq 0 \quad a_{k-2}=a_{k+4}=0 \tag{27}
\end{equation*}
$$

witn $k=2 m$ or $k=2 m+1, m=0,1,2$, From (27) we immediately get

$$
\begin{equation*}
\gamma^{2}=\sqrt{g}(2 k+3) \tag{28}
\end{equation*}
$$

so that

$$
\begin{equation*}
g=\left(\frac{1}{4(2 h+3)}\right)^{23} \tag{29}
\end{equation*}
$$

The condition $a_{k+2}=0$ then provides an algebraic equation whose $(m+1)$ roots determine the lowest ( $m+1$ ) eigenvalues of one panty The remainder of tre solutions are not polynomals and wall not concern us here The origin of the ( $m+1$ ) roots can be traced to the $S L(2, R)$ symmetry connection of the problem [2] and is directiy verifiable using the coefficient matrix approach of Saxena and Varma [8]

As $k$ increases, so does the number of polynomal solutions. Remarkably, at the same time the tuned sextic coupling $g$ decreases monotonically as per (2.9) and $U_{1} \rightarrow V$ The energy elgenvalues $\varepsilon(g)$ then approach their quartic counterparts $\varepsilon(0)$ from above This feature, shared by all problems to be discussed rere, is the basis of our method The condition $a_{h, 2}=0$ for any large fimte $k$ is easily solved numerically This provides a sequence of tighter and ughter upper bounds $\varepsilon(g)$ to $\varepsilon(0)$ We shall find that $\varepsilon(g)$ are gentle monotonic functions of $g$ that facilitate an easy translation of these bounds into remarkably accurate estimates of $\varepsilon(0)$ without recourse to the formal theory of analyuc continuation

The roots of the equation $a_{h+z}=0$ can be computed in three different ways The first is to convert it into the vanishing of a tridiagonal $(m+1) \times(m+1)$ determinant, which, for example, for even $k(=2 m)$ becomes

$$
\begin{equation*}
D(m+1)=0 \tag{210}
\end{equation*}
$$

The non-vanishing elements of $D(m+1)$ are

$$
\begin{aligned}
& D_{q 4}=\varepsilon-\gamma(4 q-3) \quad D_{q 4}=2 q(2 q-1) \delta_{q+1 q} \\
& D_{q q}=\left[\gamma^{2}-v \bar{g}(4 q-1)\right] \delta_{q 4+1} \quad \text { where } 1 \leqslant q, q^{\prime} \leqslant m+1
\end{aligned}
$$

 consuming Secondly, we can convert 1210 ) into a recursion relation amongst determinants of the type

$$
\begin{equation*}
\left.D(n+1)=[\varepsilon-\gamma(4 n+1)] D(n)-2 n(2 n-1) \mid \gamma^{2}-\sqrt{g}(4 n-1)\right] D(n-1) \tag{12111}
\end{equation*}
$$

Setting $D(-1)=0$ and normalizing $D(0)$ suitably, the algebrak equation ts edstl) solved This is a very efficient method thit exploits the fact that the $l$ th root of $D(m+1)$ hes lower than the $l$ th root of $D(m)$ and is not far from it for $m \cdot 1$ lastly, the recurstion relation can itself be used repeatedly We adopt the second method based on 1211)

## 3. The potential $v=x^{4}$

A selection of results that represent a sequence of upper bounds for the first four levels and the $100+$ h level is displayed in table 1 Thene are the exact energy eigenvalues of $L_{1}$ with $g$ chosen as per ! 29)

Table 1. E'per bounds $:$, lot fise levels of the quartic putental $t=x^{4}, z_{4}$ represents the ground wate and $F_{\text {, the }}$ thercited sate Exact energies are taken from [9] For odd lesel, the $h$-value t, one more than that displayed in column I The readual se vic coupling is related to $k$ through 129 A!l resufts have been rounded off at the wath digit With increathe $k$ the consergence of $t$, to exact wilues h wearly seen

| $h$ | $\xi_{11}$ | $\varepsilon_{2}$ | ${ }^{\prime}$;14] | ${ }^{1}$ | $\cdots$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 17 | 114471 | -- | - | 407163 | - |
| 10 | 108499 | - 72146 | - | 370237 | $1211 \times 4$ |
| 101 | 106037 | 7 く2176 | 11074 | 382612 | 117694 |
| 1000 | $1061{ }^{-7}$ | 747129 | 1114234 | 380553 | 1167 ¢ |
| 10 000 | 10 (1) $6+$ | $7458 \times 5$ | 102576 | 381009.1 | 116508 |
| Q 80000 | 106038 | 745586 | 102125 | 379474 | 116451 |
| Exat | 1 (100) 36 | 7455711 | $110209^{-}$ | $3799 \mathrm{~F}^{7}$ | 1164.47 |

- Taken from vons

They bear out the claims made in the previous section As $h$ increases, the auxdiary coupling $g$ decreases and $\varepsilon(g)$ approaches $\varepsilon(0)$ from above

A comparison with the numerical results [9] brings out the anticipated fact that the bounds deviate from $\varepsilon(0)$ by essentally an order of $g$ correction Throughout the domain of polynomal solutions $g<02$ Hence $U_{1}$, never really differs substantially from $v$ The corresponding wavefunctions thus provide a natural set of good substitutes for the unknown quartic functions Using these to estimate $\left\langle H_{\text {quartu }}\right\rangle$ we obtain very much improved estimates of $\varepsilon(0)$ For the ground and first excited states, these are readily seen to be upper bounds For the other states the same turns out to be true for reasons to be explaned shortly

Let us first get some qualitative feeling for the results At $k=0(g \approx 0.19, v(x)=$ const) the ground state result $15 \sim 75 \%$ above the quartic ground state energy $\varepsilon_{0}$ while the improved boun is merely $\sim 1 \%$ above This is indeed gratifying At $k \sim 10$, the corrected estimate is about $01 \%$ higher and at $k \sim 100$, the corrected result is 106055 , compared with the numerical value of 106036 This feature is typical of all levels. We
have checked it up to the 100th level The first direct bound is about $75-85 \%$ higher The corrected one is about $1 \%$ higher The entire quartic spectrum can thus be bounded to roughly $1 \%$ using this elementary approach. This is seemingly puzzing The higher the level the more one expects it to be perturbed by the residual sextic coupling This is indeed so, but at the sanıe tume a compensating factor appears in that the hugher the level the smaller is the residual $g$-value that gives nise to it first time To sum up, all levels up to the 20th, at least, can be bounded to better than I part in about 20000 at $k=200 \mathrm{t}$ e va $100 \times 100$ determmants

At higher $k$, this approach, although perfectly valid and straightforward, becomes tedious. There is an ever-increasing number of integrals to be evaluated numerically Happily, it can be replaced by an elementary graphical technique that accomplishes about the same results.

Consider, for example, the ground state energy $\varepsilon_{0}(g)$ Plot $\varepsilon_{0}(g)$ against $g$ for $g \leqslant 02$ Any number of exact data points are available. The $\varepsilon-g$ curve is found to be a smooth monotonic curve with a very gentle departure from linearity that renders it concave down throughout Hence, every linear extrapolation using two points on the curve provides an upper bound to $\varepsilon_{0}$ The closer the two points to $g=0$, the tughter is the bound. Taking the two points around $k \sim 8 \times 10^{\text {' }}$ (.e. $g \sim 10^{-4}$ ) we find $\varepsilon_{0}$ (upper bound) $\sim 1.0603620909$. Compare this with standard result [9] $\varepsilon_{0}=106036209048$. Better agreement can be obtained by going to smaller $g$. The same holds for other levels Table 2 provides the improved bounds for the levels of table 1.

Table 2. Improved upper bounds for the levels of table I based on the linear extrapolation scheme using two nearby $h$-values The lower bounds are from the $\varepsilon-g^{\alpha}$ graph for $\alpha=0975$ The $k$-values for the odd levels equal the $k+1$ values of column 1

| $k$ | $E_{6}$ | $E_{1}$ | $\varepsilon_{1 \text { thi }}$ | $f_{1}$ | $\varepsilon_{3}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\begin{array}{r} 100 \\ 98 \end{array}$ | 106044 | 74570 | - | 38001 | 116476 |
| $\begin{array}{r} 1000 \\ 990 \end{array}$ | 1060366 | 745576 | 10219 | 379969 | 116449 |
| $\begin{array}{r} 10000 \\ 9000 \end{array}$ | $1060362^{\circ}$ | 7455701 | 1021038 | 3799674 | 1164475 |
| $\begin{aligned} & 800000 \\ & 790000 \end{aligned}$ | 10603620909 | 7455697946 | 10209901 | 3799673032 | 1164474553 |
| - Exact $\dagger$ | 10603620905 | 7455697938 | 1020.99ㅍ | 3799673029 | 1164474551 |
| 'Lower' | 10603617 | 74556935 |  | 37996712 | 11644737 |

$\uparrow$ Taken from [9]
$\pm$ Taken from WhB

Lower bounds obtained by plotting $\varepsilon(g)$ against $g^{*}, \alpha \leqslant 0.98$ For $k \geqslant 100$ the entire curve is now marginally convex down A linear extrapolation thus gives lower bounds. For $\alpha=0975$, for example, we get the lower bound $\varepsilon_{9}$ (lower bound) $\approx 10603617$. This bound too can be tightened if one so desires. Our method is thus self contaned. The interval $0.98<\alpha<1$ is avoided as the curvature of the $\varepsilon-g^{\alpha}$ curve does not have a fixed sign throughout. Hence, the nature of the bound cannot be deduced.

To conclude this section we note that, given the information available, one can also deduce a number of interesting features of the energy spectrum of the auxiliary potential $U_{1}=x^{4}+g x^{6}$ for $0 \leqslant g \leqslant 02$ Firstly, for any value of $g$ in the above range
one has in hand good upper and lower bounds to the energies. Secondly, the levels themselves can be estimated to an excellent approxımation Thirdly, usefui knowledge of levels somewhat outside the range can be obtanned. Lastly, it is also possible to gain some insight into the nature of the energy function near $g=0$. We shall not enter into the details here.

## 4. The anharmonic potential $V=x^{2}+\lambda x^{4}$

We introduce the auxiliary potential

$$
\begin{equation*}
U_{2}=a x^{2}+b x^{4}+c x^{\delta} \quad c>0 . \tag{41}
\end{equation*}
$$

Using oscillator units we have to solve the equation

$$
\begin{equation*}
\psi^{\prime \prime}+\left(\varepsilon-x^{2}-\lambda x^{4}-g x^{6}\right) \psi=0 \tag{42}
\end{equation*}
$$

Proceeding exactly as in section 2, polynomal solutions of degree $k$ obtain if

$$
\begin{align*}
& 2 \sqrt{g} \gamma=\lambda  \tag{43}\\
& \gamma^{2}=1+\sqrt{g}(2 k+3) \tag{4.4}
\end{align*}
$$

so that

$$
\begin{equation*}
\gamma^{3}-\gamma=\frac{\lambda(2 k+3)}{2} \tag{45}
\end{equation*}
$$

As before, energy eigenvalues follow from the condition $a_{k+2}=0$
Some results which represent improved bounds as per the linear extrapolation scheme are presented in table 3 and compared with the 'exact' results of Biswas et al [10]. The solutions for $k=200000$ to $k=195000$ are employed for this purpose. More accurate results can be obtained by going to higher $k$ values.

The nature of a small-parameter $\lambda$-expansion of the energy function has been a subject of extensive investigation. Bender and Wu [11] concluded on the basis of a

Table 3. Improved bounds for the first three levels $\varepsilon_{0}, \varepsilon_{1}, \varepsilon_{2}$ of the anharmonic notential $V=x^{2}+\lambda x^{4}$ The first numbers in the energy columns are upper bounds, the second numbers ars 'exact' results from [10] and the third numbers are lower bounds The results for $A=01,1,10$ and 100 are displayed Values of $k$ around 200000 have been used

|  | $\varepsilon_{0}$ | $\varepsilon_{1}$ | $\varepsilon_{2}$ |
| :---: | :---: | :---: | :---: |
| $\lambda=01$ | 106528550963 | 330687201399 | 574795927 |
|  | 106528550954 | 330687201 | 57479592 |
|  | 106528540 | 33068714 | 5747957 |
| $\lambda=1$ | 1392351643 | 4648812714 | 865504999 |
|  | 1392351541 | 464881270 | 86550499 |
|  | 13923510 | 4648810 | 8655041 |
| $\lambda=10$ | 2449174078 | 859900349 | 16.6359216 |
|  | 2449174072 | 85990034 | 16635921 |
|  | 2449172 | 859899 | 16635899 |
| $\lambda=100$ | 4999941756 | 178301928 | 348739845 |
|  | 4999417545 | 17830192 | 34873984 |
|  | 499413 | 17830172 | 3487393 |

direct calculation of the perturbation senes that it does not converge Further studies were reported by Simon [12]. A good survey of the relevant contributions is provided by Biswas et al [10]. Hioe and co-workers [13] have also provided arguments to support the fact that the Taylor expansion has a vanıshing radius of convergence.

Within our approach this last fact can be very strongly advocated on the basis of an elementary consideration.

To see this, observe that the conditions $a_{k+2}=0$ and $2 \sqrt{g} \gamma=\lambda$ determine energy as a function of $\gamma$. The parameter $\gamma$ is determined by (4.5). Clearly, $\gamma$ has a power series expans:on in $\lambda$ within a certain radius of convergence $\lambda_{c}$ that depends on $k$, ie. on the auxiliary coupling $g$. As $k$ increases $\lambda_{c}$ decreases and so does $g$. In the same process the auxiliary potential $U_{2}$ approaches the anharmonic potential $V$. Thus, as $k$ increases $U_{2} \rightarrow V$ and $\lambda_{c} \rightarrow 0$. Since $\varepsilon=\varepsilon(y)$, the radius of convergence of the energy expansion is obviously bounded by $\lambda_{c}$.

It is interesting to note that the addition of a suitably tuned sextic term immediately allows one to write down a convergent expansion. For example, for

$$
k=0 \quad \varepsilon_{0}=\gamma=1+\frac{3}{4} \lambda+\ldots \quad \text { for small } \lambda .
$$

In fact the first-order term in $\lambda$ is the same as that for the ground state of $V=x^{2}+\lambda x^{4}$. This is not surprising for $g$ is $O\left(\lambda^{2}\right)$.

## 5. The đoubie-well potential $V=-a x^{2}+x^{4}$

The quantity of great interest here is the splitting $\Delta$ between the ground and first excited state energies that controls the tunnelling rate from one well to the other It is generally believed to have an exponential character for deep wells [14]. We shall find that this indeed is the case for the present problem.

Adding the auxiliary potential as before and using quartic scales, we have to solve the equation

$$
\begin{equation*}
\psi^{\prime \prime}+\left(\varepsilon+a x^{2}-x^{4}-g x^{6}\right) \psi=0 . \tag{5.1}
\end{equation*}
$$

Polynomial solutions of degree $k$ obtain provided

$$
\begin{equation*}
2 \sqrt{g} \gamma=1 \tag{5.2}
\end{equation*}
$$

and

$$
\begin{equation*}
\gamma^{3}+a \gamma=\frac{(2 k+3)}{2} \tag{5.3}
\end{equation*}
$$

As usual the condition $a_{h+2}=0$ determines the energy eigenvalues.
We have two distinct ways for computing $\Delta$.
First we can exploit as before the nominal concavity of the $\varepsilon-g$ curve and obtain improved bounds. For large $k$, i.e. small $g$, these qualify as excellent estimates of energy levels so that $\Delta$ is easily obtained. These results are in excellent accord with numerically computed $\Delta$ and those calculated by Keung et al [15] using supersymmetric quantum mechanics. Although the bounds obtained for deep wells ( $a \geqslant 10$ ) are not as close to the energy eigenvalues as they were for corresponding $k$-values in the examples of the previous sections, the splitting $\Delta$ so computed is essentially exact. This somewhat surprising claim is quite easy to understand. For large $a$, the well is deep and wide. Both the ground and first excited state functions are approximately peaked over the minima of the well. As $a$ increases these minima move further and further out, away
from the origin. Thus, in spite of the smallness of the coupling $g$, the residual sextic term is able to contribute a bit more than it could in the previous examples. Hence, the bounds are marginally less tight than for the single-well potentals Further, as $a$ increases $\Delta$ becomes smaller and smaller and hence one would need to know the levels more and more precisely. However, this is not quite the case. As $a$ increases the two levels of interest approach near degeneracy The corresponding probability distributions become almost indistingushable from each other wherever they are non-negigibie. Hence, the residual sextic term contributes about the same to the two levels. Thus, the wells with large $a$ but very small $g$ correspond to effectively the same $\Delta$ as the well with $g=0$. Having reduced $g$ to the level of $\sim 10^{-5}$ we are therefore able to determine the splittings extremely accurately using the linear extrapolation mechanism.

The claim just made can be confirmed entirely within our own framework without recourse to any other means This leads us to our second independent estimate of $\Delta$. For this we observe that the energy levels of the auxiliary double-well potential $U_{3}=-a x^{2}+x^{4}+g x^{6}$ with $g<5 \times 10^{-5}$ and $a \sim 10$ are amenable to an excellent parabolic fit $\varepsilon=A+B g+C g^{2}$ This is true for both levels of interest. The coefficient $A$ determines $\varepsilon_{0}$ and $\varepsilon_{1}$ for the unperturbed quartic double well of interest to us here. In table 4 we collect the results for $a=8,9,10$ based on this approach. The energies recorded are in complete accord with a fifth-order Runge-Kutta computation in as far as it goes. The results for shallow wells are also in complete accord with Runge-Kutta computations These are not listed in table 4.

Table 4. Estimated ground and first excited state energies $\varepsilon_{0}$ and $\varepsilon_{1}$ for the double-well potental $V=-a x^{2}+x^{4}$ based on a parabolic fit for the corresponcing levels of the potentual $U_{3}=-a x^{2}+\varepsilon^{4}+g x^{6}$ for $g \leqslant 5 \times 10^{-5}$ The quantity $\Delta$ is the splitting ( $\Delta=\varepsilon_{1}-\varepsilon_{0}$ ) based on these results while $\Delta_{p}$ is the prediction of a fifth order Runge-Kutta computation

|  | $\varepsilon_{0}$ | $\varepsilon_{1}$ | $\Delta=\varepsilon_{\mathbf{1}}-\varepsilon_{0}$ | $\Delta_{\mathbf{R}}$ |
| :--- | :--- | :--- | :--- | :--- |
| 8 | -121363307204 | -121348143452 | $151638 \times 10^{-3}$ | $1516 \times 10^{-3}$ |
| 9 | -161261864549 | -161259585468 | $227908 \times 10^{-4}$ | $228 \times 10^{-4}$ |
| 10 | -206335767028 | -206335468842 | $298186 \times 10^{-5}$ | $298 \times 10^{-5}$ |

Finally, we find that the splittings for $a \geqslant 8$ are predicted very satisfactorily by the simple empirical formula

$$
\begin{equation*}
\Delta=A a^{3 / 2} \exp \left(-B a^{3,2}\right) \tag{5.4}
\end{equation*}
$$

with $A=3.0634012$ and $B=0.4741456$.
We have used our results for $a=9$ and $a=10$ to compute $A$ and $B$. We then predict $\Delta=3.434 \times 10^{-6}$ for $a=11$ and $\Delta=3.51 \times 10^{-7}$ for $a=12$, in complete accord with known results [15]. Our result for $a=8$ is also reproduced. Surprisingiy, even for shallower wells ( $a=6,7$ ), ( 5.4 ) is fairly accurate. We note that a variational calculation using two peak Gaussian functions also suggests an exponential form for $\Delta$ that is less accurate than (5.4).

## 5. Concluding remarks

For the set of problems discussed in this paper we have shown that the task of implementing the quantization recipe can be replaced by a set of transparent conditions
without having to depart from the real problem in any significant way. As a result one is able to determine the energy spectra to as much accuracy as one desires The procedure is clearly applicable to similar problems in higher dimensions.

Having estimated the energies so accurately, we find it pertinent to address the following question. The type of problems in hand do not seem to possess neat closed-form energy expressions. Given this, can one at least find a closed-form representation that is realistic? For the pure quartic potential $V=x^{4}$, at least, such an expression is indeed empirically constructible. It is

$$
t_{n}=(2 n+1)\left(a+b n+c n^{2}\right)^{1 / 6}+\left(\frac{n+1}{2}\right)^{4 / 3} \quad n=0,1,2, \ldots
$$

Here $a=0.085328, b=0.0642928$ and $c=0.5109453$ This formula reproduces the entire quartic spectrum to within $0.16 \%$.

We have also applied our method to the potential $V=x^{2}+\lambda x^{6}$ Adding the auxiliary potential $a x^{8}+b x^{10}$ and suitably quantizing the auxiliary couplings $a$ and $b$ one finds a four-term recursion relation that admits one polynomial solution per $k$-the degree of the polynomial. It is indeed gratifying that the auxiliary couplings $a$ and $b$ turn out to be extremely small and positive Thus, by going up to $k=14$ and applying the perturbative correction as explaned in section 3 one is already able to bind the first six levels to about $1 \%$ of the numerical vaiues for any $\lambda$ whatsoever, including the pure sextic case ( $\lambda \rightarrow \infty$ ).

The conceptual soundness of our approach is obvious. Its efficiency in practice deserves to be mentioned. This can be gauged from the fact that any low-lying quartic level can be estimated to an accuracy of about one part in $10^{6}$ by investing a computer time (using an HP 9000 and BASIC language programming) of the order of 1 minute.

Next, we invite the reader to an open question in relation to this work. We have seen that as $k$ increases the energy levels of the sequence of auxiliary potentals tend to those of the problem in hand. It is then indeed tempting to ask if the limit $k \rightarrow \infty$, i.e. $g \rightarrow 0$, can be implemented If this could be feasible then the power series solutions $v(x)$ for the problem of interest could be viewed as the $k \rightarrow \infty$ limit of a sequence of polynomials of degree $k$. The difficulty is that one has to impose two conditions $a_{k+2}=0$ and $a_{k+4}=0$. How could these be properly implemented simultaneously in the $k \rightarrow \infty$ himit is not clear to us.

In view of the added importance of oes problems, some deeper questions deserve to be noted. So far one knows that qes problems arise due to erther an underlying dynamical $\operatorname{SL}(2, R)$ symmetry [2] or because the Hamiltonian or the associated Hill determinant can be factorized [3, 7]. It would be interesting to find out if there could be other reasons for their origin, such as, for example, dynamical symmetries other than SL(2, $R$ ). The problem of the potential $V=x^{2}+g x^{6}+a x^{8}+b x^{10}$, discussed earlier on in this section, is a case in point. It is easily verified that for tuned values of $a, b$ that lead to polynomial solutions, the associated Hamiltonian has no connection with the $\operatorname{SL}(2, R)$ group. Further, one would like to know if a symmetry connection is at all necessary, in the first place, for polynomial sulutions to materialize. Specifically, we have in mind the example of an asymmetric one dimensional oscillator ( $V=$ $\frac{1}{2} k_{1} x^{2}, x>0$ and $V=\frac{1}{2} k_{2} x^{2}, x \leqslant 0$ ). It is an exactly solvable problem whose solutions are Weber functions (see [14]). If $k_{1} / k_{2}=\left[\left(2 n_{2}+1\right) /\left(2 n_{1}+1\right)\right]^{2}$ there appear an infinite but incomplete set of polynomial solutions. As far as one can tell, there appears to be no symmetry connection here at all. The problem does not belong to the Turbiner class [2] and the Hamiltonian is rot factorizable à la Leach [3].

Finally, a very pertinent question to ask is about the criteria that the manifestly normalizable solutions of a problem obtained by tuning parameters are indeed physical. This question arises because such tuning of parameters can also permit formally divergent solutions of certain multiple-term recursion relations to collapse into polynomals and thus become normalizable at tuned values of coupling constants. Upon relaxing the tuning condition they follow a divergent path in the parameter space of such auxiliary couplings. An explicit example of such a circumstance has recently been pointed out by Chhajlany and Malnev [16]. Of course, we must note that such an unhappy circumstance does not obtain with our solutions here. They originate in an underlying symmetry, continue to the verifiable correct limits and the energy predictions based on them for arbitrary coupling constant values other than the tuned values are demonstrably correct.

The accomplishments of this work can be summed up as follows. qES problems have been extensively studied in the literature and have generally been considered to be of limited utility. We have demonstrated that this is indeed not so. They provide meaningful estimates of energy eigenvalues for other problems that are not pes. The procedure is conceptually sound, avoids troublesome questions such as those pertaining to normalizability and the nature of small-parameter expansions. The method works for any level and any anharmonicty in the cases considered. At the same time, approximate polynomial wavefunctions related to underlying symmetry groups obtain as viable substitutes for the exact wavefunctions that are not avallable. Given the computational facilities, very accurate numerical results can be obtained. Accuracies of about one part in $10^{10}$ have been demonstrated and greater accuracies are clearly achievable. On the practical side the method works on essentially the same lines as the H:ll determinant approach so that the practical methodology of the latter comes in quite handy. For useful results both methods require roots of very large-size determinants. However, in both cases the determinants have simple structures (tridiagonal form in the principal cases discussed) that substantially facilitate the evaluation of roots. We find that for large-size determinants the Hill determinant approach produces superior numerical results. The difference arises due to the presence of non-zero auxiliary contributions in our case. On the other hand the Hill approach requires a separate proof of normaiizabiiity and the wavefunctions formaily remain power series functions which can never be exact as far as any practical calculation goes.

On the computational side there are a host of other methods which are decisively more efficient whenever they apply. We briefly review a selected few. Following a chronological sequence we begin with the elegant approach of intermediate Hamıltonians due to Bazley and Fox [17]. It provides excellent lower bounds extremely efficiently for low-lying states of anharmonic and other potentials. The conceptual basis of this method is very transparent and very small-size ( $\sim 5 \times 5$ ) determinants are needed. Results obtained for weak and medium anharmonicities are very impressive indeed. The Hill determinant approach [9,10] has already been noted. Next comes the two-step approach of Cheng-Shiung Hsue and Chern [18] using coherent states, which is also able to extract very accurate estimates using small-size determinants $(\sim 20 \times 20)$. They have also discussed all the three main problems we have considered. There is no criterion here to decide whether a given estimate is ar upper or a lower bound. Another powerful approach is the method of moments due to Bessis and Handy [19]. Again good results (lower bounds) obtain with ease. The method needs special adaptations to treat excited states and the Killingbeck problem has also been examined using this approach [20]. Froin a numerical point of view and to the best of our
knowledge the most strking accuracies using small-size determinants ( $7 \times 7$ ) are obtainable through the rational function approach of Fernandez et al [21], which applies to a wide variety of potentials, although double-well porentials have not been explicidy mentioned by the authors. The method successively obtains tighter and tughter upper and lower bounds as the determinant size increases in steps of one. As an exampie, using $7 \times 7$ determinants the first foar quartic levels are estimated to one part in $10^{12}$. The authors have been unable to provide a theoretical reason for the emergence of successive upper and lower bounds.

A general observation concerning the methods of the previous paragraph is in order. Unlike our and the Hill determinant-based approaches the above methods involve general $N \times N$ determinants. Thus, whereas their computational superiority for the case of low-lying states is beyond doubt, the same need not be true for the case of highly excited states such as the 100th level Unfortunately, these authors have not shown such cases and we are unable to add anything more in relation to this question.

The above has been a very limited review and a number of other useful approaches such as Pade-Borel summability techniques for the weak coupling case and $1 / N$ expansion-based methods, etc, have been left unattended. However, their accomplishments can be traced through [1, 10, 13].

Finally, we note that we are in the process of applying the present method, which may be termed as the method of auxihary Hamiltonians, to the Coulomb-diamagnetic and the Coulomb-plus linear potential problems. Preliminary results in the Coulombdiamagnetic case indicate that an excellent description of the Coulombic and quasiLandau regimes obtains. The details of these and some other applications will be discussed elsewhere.

## References

[1] Chhajlany S C and Malnev V N 1990 Phys Rev. A 423111
[2] Turbiner A V 1988 Commun Math Phys 118467
[3] Leach P G L 1985 Pinsica 17D 331
[4] Leach P G L, Flessas G P and Gorringe V M 1989 J. Math Phys 30406
[5] Dutta A K and Willey R S 1988 J Math Phys 29892
[6] Calogero F 1979 Lett. Nuovo Cimento $25 こ: 3$
[7] Singh V, Biswas S N and Dutta K 1978 Phys. Rev D 181901
[8] Saxena R P and Varma V S 1982 I Phys. A Moth. Gen 15 L22! Varma V S 1981 J Phys A. Math. Gen. 14 L481
[9] Banerjee K, Bhatnagar S P, Choudhary V and Kanwal S S 1978 Proc. R Soc London A 360575
[10] Biswas S N, Dutta K, Srivastava P K and Varma V S 1973 J. Math Phys. Rev 91190
[11] Bender C and Wu T T 1969 Phys Rev 184 1231
[12] Simon B 1970 Ann. Phys, NY 5876
[13] Hoe F T, Macmullen D and Montroll E W 1978 Phys Rep. 43C 305
[14] Landau L. D and Lıfshitz E 1977 Quantum Mechanics (New York Pergamon) Merzbacher E 1970 Quantum Mechantss (New Yosk Wiley)
[15] Keung W Y, Kovacs E and Sukhatme V P 1988 Phys Rev Lett. 6041
[16] Chhajlany S C and Malnev V N 1991 Phys Rev. A 43581
[17] Bazley N and Fox D 1961 Phys Rev. 124483
[18] Chen-Shiung Hsue and Chern J L 1984 Phys Rev D 29643
[12] Handy C and Bessis D 1985 Phys. Rev Lett 55931
[20] Bessis D, Vrscay E R and Handy C R 1987 J. Phys A: Math Gen. 20419
[21] Fernandez F M, Ma Q and Tipping R H 1989 Phys Rev A 391605


[^0]:    т Permanent address General Phystcs Department, Peoples Friendship Umversitv, Ordjontkidze Street, 3, Moscow, USSR
    $\pm$ Permanent address Physics Department, Kıev State Universty, Kıev, USSR

